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Transparent optical networks

a b s t r a c t

The latest advances inWavelength Division Multiplexing (WDM) technology are making it
possible to build all-optical transparent WDM networks, which are expected to be able
to satisfy the rapid growth of today’s capacity demand. However, the transparency of
such networks makes them highly vulnerable to deliberate attacks, specifically targeting
the physical layer. Physical-layer attacks, such as high-power jamming, can cause severe
service disruption or even service denial, enhanced by their capability to propagate through
a transparent optical network. Several attack-aware routing and wavelength assignment
algorithms have been proposed to reduce the possible disruption caused by high-power
jamming attacks. However, even with network planning approaches which take network
security, specifically physical-layer attacks, into account, resilience to deliberate attacks in
such scenarios remains an issue.

In this paper, we propose the use of wavelength-selective attenuators as power equal-
izers inside network nodes to limit the propagation of high-power jamming attacks. Due to
the increased cost of optical switching nodes associated with the addition of power equal-
izers, we aim at minimizing their number through sparse power equalization placement.
We developed a set of greedy algorithms to solve what we call the Power Equalization
Placement (PEP) problem with the objective of minimizing the number of power equaliz-
ers needed to reduce, to a desired level, the propagation of high-power jamming attacks
for a given routing scheme. We further improved upon these results by proposing a GRASP
(Greedy Randomized Adaptive Search Procedure) heuristic with a somewhat longer ex-
ecution time, but with significantly superior results. The performance evaluation results
indicate that the proposed GRASP heuristic can achieve the same attack propagation re-
duction as can be obtained by equipping all nodes with power equalizers by placing them
at less than 50% of the nodes on average, potentially yielding significant cost savings.

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

Transparent optical networks (TONs) are considered to
be the most promising solution for satisfying the rapid
growth of bandwidth demand in next generation networks
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and the future Internet. In such networks, the signal is
transported from source to destination entirely in the
optical domain via all-optical channels called lightpaths,
and each lightpath can be modulated at very high data
rates of up to 100 Gbit/s [1]. The set of lightpaths forms
a virtual topology over the physical optical network.
These lightpaths do not require any intermediate opto-
electronic processing, thus reducing the number of costly
optical-to-electrical-to-optical (O/E/O) converters and the
operational costs. This type of transmission provides
transparency to signal bit rate, format and protocol.

http://dx.doi.org/10.1016/j.osn.2011.06.008
http://www.elsevier.com/locate/osn
http://www.elsevier.com/locate/osn
mailto:amornrat@kth.se
mailto:nina.skorin-kapov@fer.hr
mailto:marija.furdek@fer.hr
mailto:jiajiac@kth.se
mailto:pmonti@kth.se
mailto:wosinska@kth.se
http://dx.doi.org/10.1016/j.osn.2011.06.008


250 A. Jirattigalachote et al. / Optical Switching and Networking 8 (2011) 249–258
Fig. 1. An example of the potential consequences of a high-power
jamming attack.

However, due to the lack of signal regeneration
functionality, transparency makes TONs more vulnerable
to physical-layer attacks. Namely, intermediate nodes in
TONs do not interpret or regenerate the signals they carry
making it possible for a malicious attacking signal to
propagate uncontrollably. In this way, deliberate physical-
layer attacks can spread and propagate unhindered
through various parts of the network, causing damage to a
large set of connections andmaking attack localization and
source identificationmore difficult. In contrast, component
malfunctions, for which most protection and restoration
mechanisms are developed, affect only the connections
directly passing through them. Various physical-layer
attack scenarios are described in [2,3]. One of the most
typical attacking scenarios is realized by injecting a high-
power jamming signal within the passband of optical
components, e.g., optical amplifiers, switches, and fibers.
Such a signal, injected on a legitimate lightpath, can lead
to the so-called gain competition in erbium-doped fiber
amplifiers (EDFAs). In such a situation, weaker legitimate
signals on different wavelengths traversing the same
amplifier are ‘‘robbed’’ of gain, while the attacking signal
receives additional amplification. The same jamming
signal can also enhance crosstalk effects among lightpaths
at different wavelengths inside optical fibers, giving rise to
inter-channel crosstalk. Furthermore, a powerful jamming
signal can interfere with other channels routed on the
same wavelength via intra-channel crosstalk effects inside
their common optical switches. Some consequences of
jamming attacks are shown in Fig. 1.

Recently, the concept of attack-aware network plan-
ning as a prevention mechanism has been proposed, to-
gether with Routing and Wavelength Assignment (RWA)
algorithms aimed at minimizing the potential damage
caused by physical-layer attacks [2,4]. RWA is the process
of finding physical routes and assigning wavelengths to
all lightpaths in the virtual topology subject to a set of
constraints. This problem in general is NP-complete [5]
and many heuristic approaches considering various ob-
jectives and constraints have been proposed. The work
in [2] presents a newobjective for the RWAproblem, called
the maximum Lightpath Attack Radius (maxLAR) which
is minimized and whose aim is to reduce the disruption
caused by high-power jamming attacks. ThemaxLAR is de-
fined as the maximum number of unique lightpaths any
one lightpath shares a common directed physical link with
and it is equal to the maximum number of lightpaths
any one jamming signal injected on any lightpath in the
network can attack via gain competition in optical am-
plifiers and inter-channel crosstalk in fibers. The authors
propose an integer linear program (ILP) formulation for
the routing sub-problem with the objective to minimize
the maxLAR. Due to the complexity of the ILP formula-
tion, the work in [2] also proposes a tabu-search heuris-
tic algorithm to solve the attack-aware lightpath routing
sub-problem for larger networks. In [4], the authors pro-
pose bin-packing-based heuristics for the wavelength as-
signment sub-problemaimed atminimizing themaximum
potential damage caused by jamming attacks exploiting
intra-channel crosstalk in switches.

The propagation of high-power jamming attacks to
all lightpaths downstream of the point of attack can be
stopped by installing power equalizers at all network
nodes. In such a scenario, a jamming attack would be
terminated at the first node downstream of the point
of attack, limiting the damage to only those lightpaths
traversing the same link as the attacking signal itself.
However, due to the high cost of such equipment,
the number of nodes equipped with power equalizers
should be minimized and their respective placement in
the network should aim at reducing the propagation of
potential attacks.

This paper, as an extension of our work in [6], presents
a new attack-aware planning approach aimed at reduc-
ing the propagation of high-power jamming attacks using
power equalizers based on wavelength-selective attenua-
tors [7] placed at a subset of the network nodes. The objec-
tive is tominimize the number of power equalizers subject
to a desired level of attack vulnerability. We propose fast
greedy algorithms, alongwith aGreedy Randomized Adap-
tive Search Procedure (GRASP), to performpower equaliza-
tion placement for a given routing scheme.

The rest of this paper is organized as follows. Section 2
gives an overview of physical-layer attacks propagation,
and presents the applied node architecturewith integrated
power equalizers. Section 3 presents a metric for measur-
ing thepropagation of a high-power jamming attack and an
illustrative example of how this new metric is computed.
In Section 4, the power equalization placement problem is
defined and the proposed heuristics to limit jamming at-
tack propagation making use of the described node archi-
tecture are presented. The numerical results are analyzed
in Section 5 and, finally, Section 6 provides concluding re-
marks.

2. A node architecture for limiting the propagation of
high-power jamming attacks

The propagation of high-power jamming attacks can
be efficiently limited by installing power equalizers at
network nodes. To obtain power equalization,wavelength-
selective attenuators [7] can be used. A wavelength-
selective attenuator [7] consists of a set of variable optical
attenuators (VOAs), an array of photodetectors, and a
control unit, which is able to provide the dynamic control
of signal powers at any level. A jamming signal, once
injected in the network where nodes are not equipped
with power equalizers, can disrupt not only the lightpath
it is injected on, but potentially all other lightpaths
sharing common links downstream of the attacking point,
as a result of gain competition in amplifiers and inter-
channel crosstalk in fibers. The true damage extent
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Fig. 2. An example of the propagation of a high-power jamming attack using a node architecture (a) without and (b) with power equalization.
of such attacks depends on the quality and on the
speed of network detection, localization and protection
mechanisms. However, due to the high data rates of TONs,
even the instantaneous damage of the ‘‘bits in flight’’
affected before protection mechanisms can react can
cause significant service degradation. In networks where
nodes are equipped with power equalizers, the high-
power jamming signal will be attenuated to an acceptable
level after passing through a power equalizing node,
without causing further disruption to other lightpaths
traversing common physical links downstream of that
node. In that case, the maximum number of lightpaths
that could be attacked would be equal to the maximum
number of lightpaths traversing any one physical link,
i.e., the lightpath congestion. Another option to limit the
propagation of high-power jamming attacks would be to
upgrade/replace EDFAs along the linkwithOptical Limiting
Amplifiers (OLAs) [8,9], which provide a constant output
power for a dynamic range of input power. However, since
a jamming attack is assumed to be able to be injected
anywhere along a fiber link, it might happen that the
power difference between a jamming attack and the other
lightpaths on the fiber link exceeds the dynamic range of
the OLAs. For this reason, while in most cases to limit the
propagation of a jamming attack it is enough to replace
the first and last EDFAs on a fiber link with OLAs, dealing
with jamming signals inserted on particularly long fiber
links would require some extra replacement of EDFAswith
OLAs, resulting in a higher investment cost.

An example of high-power jamming attack propagation
in networks with and without nodes equipped with
power equalizers is shown in Fig. 2. Let us assume that
a high-power jamming signal is injected on lightpath
1 (wavelength λ1) on fiber link 1. As a result of
gain competition in optical amplifiers and inter-channel
crosstalk in fibers, other lightpaths sharing the same fiber
link with the attacked lightpath could also be affected,
i.e., their gain in the common EDFAs before entering the
optical switch would be decreased (Fig. 2(a)). Lightpath
n (wavelength λn) on fiber link m is safe up to that
point. However lightpath n from input fiber m, after going
through the same network node as lightpath 1 from input
fiber 1, can also be degraded via gain competition at
the EDFAs at their common output fiber, i.e., fiber 1.
Furthermore, lightpath 1 receives additional amplification
at the EDFA on the input side of the switch,which increases
intra-channel crosstalk inside the switch.

Fig. 2(b) shows an alternative case where network
nodes are equipped with power equalizers based on
wavelength-selective attenuators. In this case, the power
of attacking lightpath 1 on fiber link 1 is attenuated to
an acceptable level after passing through the node. Thus,
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lightpath n on fiber linkm is not disrupted at their common
output fiber. Furthermore, using attenuators decreases the
intra-channel crosstalk inside the switching fabric.

Network nodes equipped with VOAs placed after the
wavelength division multiplexers and de-multiplexers,
which can be used for power equalization, are currently
available on the market [10]. In the past, the most com-
monly used optical node architecture comprised Fixed
Optical Add-Drop-Multiplexers (FOADMs) where signal
power settings are determined in the system commission-
ing phase and cannot be changed afterward. Due to the
fact that FOADMs do not have the capability of dynami-
cally managing power level fluctuations of incoming sig-
nals, these nodes offer no protection against high-power
attacks. FOADMs are still used in approximately 80% of
nodes in currently deployed networks, but are gradually
being replaced by Reconfigurable OADMs (ROADMs) and
Colorless/Directionless (C/D) ROADMs which are usually
equipped with VOAs. These reconfigurable nodes can be
dynamically tuned via the network management system
and are, thus, able to react to attack occurrences accord-
ing to a pre-defined attack protection scenario. However,
VOAs [11,12] are still quite expensive and (C/D) ROADMs
are not yet widely deployed. Current market trends show
a tendency of ROADM and C/D ROADM usage increasing
to 50% of network nodes, while the remaining nodes will
still consist of FOADMs [13]. Therefore, careful placement
of power equalizing capabilities at a subset of nodes in the
network (either via VOA-equipped ROADMs, C/D ROADMs
or the proposed node architecture) becomes an important
network planning problem which can help limit the at-
tack propagation and in this way increase network secu-
rity. Moreover, assuming (C/D) ROADMs are available in
some network nodes, it would also be possible to address
the problem of attack-awareness in a dynamic lightpath
provisioning scenario.

3. Calculation of the maximum propagation of high-
power jamming attacks

In order to formally describe the power equalization
placement problem, a metric for measuring the propaga-
tion of a jamming attack needs to be properly defined. This
section first introduces the concept of the lightpath attack
radius from [2], modified to account for the presence of
power equalizers in the switching nodes. An illustrative
example of how this new metric is computed is then pre-
sented.

3.1. The maximum Lightpath Attack Radius (maxLAR)

The work in [2] assumes the worst-case scenario in
which a high-power jamming signal can be injected
anywhere along a legitimate lightpath, after which it can
propagate unhindered along the rest of the lightpaths
attacking all connections sharing common links with it.
Based on these assumptions, the maximum Lightpath
Attack Radius (maxLAR) is defined as the maximum
number of lightpaths that any one lightpath is link-sharing
with, representing the maximum number of lightpaths
that could be disrupted.
Recall that with power equalizers installed at the
network nodes, a jamming attack could still affect all
the lightpaths with which it shares physical links with,
but only until the first power equalizer is reached.
After this point, the attack propagation is thwarted. To
model this behavior, we divide each lightpath into sub-
lightpaths, assuming division points at all nodes equipped
with power equalizers which the lightpath traverses.
Consequently, a lightpath traversing n intermediate nodes
equipped with power equalizers is divided into n + 1 sub-
lightpaths, each one with mutually independent attack
propagation properties. Therefore, the definition of the
maxLAR from [2] ismodified here as themaximumnumber
of lightpaths that any one sub-lightpath shares a common
fiber link with. Note that, despite the new definition, the
network lightpath congestion, i.e., the maximum number
of lightpaths routed over any one physical link in the
network, still represents a lower bound on the maxLAR as
defined here.

3.2. Illustrative examples of maxLAR calculation

Fig. 3 shows an example of two different schemes for
power equalization placement in a six-node network with
four lightpaths. We denote the load of a node as the
sum of all transit and outgoing lightpaths which traverse
and originate at that particular node (Fig. 3(a)). Incoming
lightpaths are not considered in the load since a power
equalizing node can only reduce the attacking capabilities
of lightpaths which propagate beyond the node. With no
power equalization, the maxLAR of the routing scheme in
Fig. 3(a) would be equal to 4. Namely, a jamming attack
injected at the beginning of, e.g., lightpath LP1, could
potentially disrupt lightpaths LP2, LP3, and LP4, as well
as the lightpath it was injected on (i.e., LP1). Lightpath
congestion in the example is equal to 3.

In order to limit attack propagation, it seems reasonable
to place power equalizers at the most loaded nodes.
Namely, placing power equalizers at nodes 1, 3, and 5 in
this examplewould not affect jamming attack propagation.
Here, there are two most loaded nodes, i.e., nodes 2 and 4.
Let node 2 be chosen first (Fig. 3(b)), dividing lightpaths
LP1 and LP2 into two sub-lightpaths. Consequently, if
a jamming attack is injected on sub-lightpath LP1,1,
besides itself, it could only disrupt lightpath LP2, i.e., sub-
lightpath LP2,1. However, if sub-lightpath LP1,2 is attacked,
lightpaths LP2 (i.e., sub-lightpath LP2,2), LP3 and LP4 could
all be disrupted. Despite the power equalizer placed at
node 2, the maxLAR is, in this case, still equal to 4. In order
to reduce the maxLAR value to its minimum, i.e., network
congestion, additional power equalizers need to be placed
in the network. Suppose we now choose node 4, the most
loaded of the remaining nodes. After placing a power
equalizer at node 4 (Fig. 3(b)), lightpath LP1 is divided
into 3 sub-lightpaths, while lightpaths LP2, LP3, and LP4
are divided into 2 sub-lightpaths each. If a jamming signal
is inserted on sub-lightpath LP1,2, only lightpaths LP2
(sub-lightpath LP2,2) and LP3 (sub-lightpath LP3,1) can
be disrupted, in addition to LP1. Thus, by placing power
equalizers at nodes 2 and 4, we have successfully reduced
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Fig. 3. An example of power equalization placement and the respectivemaxLAR calculation.
the maxLAR to its lowest possible value equal to the
network congestion.

Alternatively, suppose a new placement of power
equalizers, starting this time from node 4 (Fig. 3(c)). In this
case, a jamming signal injected on any lightpath or sub-
lightpath could at most disrupt two other lightpaths/sub-
lightpaths, giving a maxLAR already equal to the network
congestion. This clearly illustrates how the order in
which nodes are chosen for power equalization placement
can affect the resulting network maxLAR value, as well
as the total number of nodes equipped with power
equalizers necessary to lower the maxLAR to the network
congestion.

4. Power equalization placement

This section first introduces the problem of power
equalization placement to limit the propagation of high-
power jamming attacks, and then presents a series of
greedy algorithms, as well as a Greedy Randomized
Adaptive Search Procedure (GRASP), to minimize the
number of power equalizers needed.

4.1. Problem definition

Given is a physical topology of a network and a routing
scheme. The physical topology is represented by a graph
G = (V , E), where V is the set of network nodes and
E is the set of network edges. It is assumed that every
network edge consists of a set of bidirectional fibers,
i.e., one fiber per direction. The routing scheme consists
of a set of physical paths, each path corresponding to one
lightpath demand. The objective of the power equalization
placement problem is to place aminimal number of power
equalizers at a subset of the network nodes in order to
reduce the maximal potential attack propagation, i.e., the
maxLARdescribed in Section 3.1, for a given routing scheme
to a pre-defined value.
4.2. Greedy algorithms for power equalization placement
problem (Greedy–PEP)

We developed a series of greedy algorithms for the
PEP problem, with variations on the greedy function. The
greedy functions we tested include iteratively choosing:
(i) the most loaded node as defined in Section 3.2, (ii) the
source node of the link traversed by the highest number of
lightpaths, (iii) the node of the lightpaths or sub-lightpaths
with attacking capabilities equal to the maxLAR whose
equipping with power equalization achieves the minimal
average LAR, and (iv) the most loaded node of lightpath
or sub-lightpath with attacking capabilities equal to the
maxLAR. In this work we present only the best performing
algorithm, i.e., the one using greedy function (i), denoted
as the Greedy Power Equalization Placement (Greedy–PEP)
heuristic. As input, Greedy–PEP takes the physical topology
G = (V , E), a set of physical paths corresponding to the
set of lightpath demands, the maxLAR of the given routing
scheme and the desired target_maxLAR. The algorithm
sorts the nodes in V in descending order of their respective
loads and then places a power equalizer at each node,
starting from the most loaded one, until the desired
target_maxLAR is reached. If there are multiple nodes with
the same load, one is chosen at random. The pseudo-code
of Greedy–PEP follows.

Due to the anomaly which can occur using Greedy–PEP
as described in Section 3.2, i.e., the order in which the
nodes with the same load are chosen can yield significant
differences and some maximally loaded nodes (e.g., node
2 in the example) do not affect the values of themaxLAR, a
post-processing step to remove superfluous power equal-
izers could be executed. However, the search would still
yield a single local, not necessarily global, optimum. Con-
sequently,we have developed aGreedy RandomizedAdap-
tive Search Procedure (GRASP) for the power equalization
placement problem, called GRASP–PEP, to improve upon
the results by investigating a series of local optima in an
effort to obtain superior sub-optimal solutions.
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Begin Greedy–PEP
//Initialization
Input G = (V , E), set of physical paths, maxLAR,
target_maxLAR;
S = Ø; //Set of nodes equipped with power equalizers
current_maxLAR = maxLAR;
for all i ∈ V do

load(i) = number of outgoing lightpaths from
i + number of transit lightpaths at i;

end for
while current_maxLAR > target_maxLAR do

Sort nodes i ∈ V\S in the descending order of
their respective load(i);

maxLoad = max{load(i)};
most_loaded_nodes = {Nodes i | load(i) =

maxLoad};
if |most_loaded_nodes| > 1 then

Node j = random (most_loaded_nodes);
else

Node j = most_loaded_nodes(1);
end if
S = S ∪ {j};
current_maxLAR = maxLAR if power equalizers

are placed at nodes in S;
end while
End Greedy–PEP

4.3. The Greedy Randomized Adaptive Search Procedure for
the power equalization placement problem (GRASP–PEP)

In this section, the general concept of Greedy Ran-
domized Adaptive Search Procedure (GRASP) is explained,
followed by the description of the proposed GRASP–PEP
algorithm.

4.3.1. Greedy RandomizedAdaptive Search Procedure (GRASP)
The Greedy Randomized Adaptive Search Procedure

(GRASP) is amulti-startmetaheuristic used for combinato-
rial optimization problems. Each GRASP iteration consists
of two main steps: the construction phase and the local
search phase. In the construction phase, a feasible solution
is built iteratively using a randomized greedy algorithm.
This algorithm first creates a list of candidate elements
which are not yet included in the solution, but whose
contribution to the partial solution, evaluated against the
greedy function, is in an upper percentage (according to a
candidate list parameter). This list is called the Restricted
Candidate List (RCL), and its size can be determined by
the number of elements considered or by their respective
qualities. In each iteration of the greedy algorithm, an ele-
ment is randomly selected from the RCL and added to the
partial solution. After a feasible solution is built, the con-
struction phase terminates. This solution is not necessarily
locally optimal so a local search phase is applied. In the
local search phase, the neighborhood of the initial solu-
tion is iteratively searched to find the best, or first, im-
proving neighboring solution, which replaces the current
solution. The neighborhood of a solution is defined as all
those solutions which can be obtained by applying an ele-
mentary transformation to the current one. After running a
desired number of GRASP iterations, or a desired number of
iterations without improvement of the incumbent solu-
tion, the best found solution over all iterations is deemed
the final result. A detailed explanation of GRASP can be
found in [14].

4.3.2. The proposed GRASP–PEP algorithm
In the initialization phase of our GRASP algorithm for

the power equalization placement problem (GRASP–PEP)
we take as input the physical topology G = (V , E), a set of
physical paths corresponding to each set of the lightpath
demands, the initial maxLAR of the routing scheme
(without power equalizers), the desired target_maxLAR,
the maximum allowed number of GRASP–PEP iterations,
the maximum allowed number of iterations without
any improvement of the incumbent solution, and the
maximum size of the RCL (denoted as RCL_size).

The construction phase of GRASP–PEP builds a feasible
solution in the following way. First, the load of each
node in V not yet equipped with a power equalizer is
calculated and the nodes are sorted in the descending
order of their corresponding loads. Next, a fixed-sized
RCL is built. It consists of (RCL_size—1) of the most
loaded nodes, along with one randomly selected node
from those not yet included in RCL for diversification
purposes. Power equalizers are then placed subsequently
at randomly selected nodes from the RCL. Each time a new
power equalizer is placed, the new maxLAR of the routing
solution is calculated. For as long as the new maxLAR is
greater than the desired target_maxLAR, the construction
phase continues. Finally, when the target_maxLAR value
is reached, the corresponding solution (i.e., the subset of
nodes equipped with power equalizers) is returned to the
main GRASP–PEP function.

Even though this solution achieves the desired
target_maxLAR, not all the assigned power equalizers are
necessarily needed. This effect was illustrated in the exam-
ple in Section 3.2. Consequently, the solution is delivered
to the local search phase which attempts to decrease the
number of power equalizers used, but without increasing
the maxLAR, i.e., removing those power equalizers which
do not affect the overallmaxLAR value. A neighboring solu-
tion with respect to the current one is defined as a power
equalization placement scheme in which a power equal-
izer is removed from one and only one node in the cur-
rent solution. The local search phase iteratively updates the
current solution with a better neighboring solution, i.e., a
solution which uses one less power equalizer while main-
taining the target_maxLAR, for as long as a better solution
is found. If there are multiple improving neighboring so-
lutions of the same quality, one is chosen at random to be-
come the new current solution in next iteration of the local
search.

The incumbent solution of GRASP–PEP is updated after
each GRASP iteration with a better solution, if found. The
pseudo-code of the GRASP–PEP algorithm follows.

5. Numerical results

The performance of the proposed algorithms for power
equalization placement, i.e., Greedy–PEP and GRASP–PEP,
was evaluated through simulations using the 30-node
European COST 266 reference network [15] shown in Fig. 4.
Both algorithms were implemented in Matlab, and run on
a PC powered by Intel core i5 at 3.2 GHz and 3.5 GB of
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Fig. 4. The 30-node European COST 266 reference network.
Begin GRASP–PEP
//Initialization
Input G = (V , E), set of physical paths, maxLAR,
target_maxLAR;
Input GraspIteration; //The maximum allowed number of
GRASP–PEP iterations
Input Iter_No_Improve; //The maximum allowed number of
iterations without improvement
Input RCL_size; //Size of RCL
S = Ø; //Solution of the current iteration
BestS = Ø; //Best solution found
best_number_of_PEs = |V |; //Number of power equalizers
needed; initially all nodes
i = 1;
j = 0;
while i ≤ GraspIteration do

S = GreedyRandomizedConstruction
(RCL_size,maxLAR,target_maxLAR);

S = LocalSearch(S,target_maxLAR);
if |S| < best_number_of_PEs then

BestS = S;
best_number_of_PEs = |S|;
j = 0;

else
j = j + 1;

end if
if j = Iter_No_Improve then

break;
end if
i = i + 1;

end while
End GRASP–PEP

RAM. Twelve different sets of lightpath demands, i.e., vir-
tual topologies,were created as follows. First, 12 trafficma-
trices were generated using the method from [16], where
a fraction F of the traffic is uniformly distributed over the
Begin GreedyRandomizedConstruction
(RCL_size,maxLAR,target_maxLAR)

N = Ø; //Temporary set of nodes with power equalizers
current_maxLAR = maxLAR;
for all i ∈ Vdo

load(i) = number of outgoing lightpaths from
i + number of transit lightpaths at i;

end for
while current_maxLAR > target_maxLAR do

Sort nodes i ∈ V\N in the descending order of their
respective load(i);

most_loaded_RCLnodes = {|RCL_size – 1| of the most
loaded nodes i};

random_RCLnode = {random(i ∈ V\

(N∪most_loaded_RCLnodes))};
RCL = most_loaded_RCLnodes ∪ random_RCLnode;
Node j = random(RCL);
N = N ∪ {j};
current_maxLAR = maxLAR if nodes in N equipped

with power equalizers;
end while
S = N;
return S;
End GreedyRandomizedConstruction

range [0, (C/a)], and the remaining traffic is uniformly dis-
tributed over range [0, (C∗γ /a)]. The values were set to
C = 1250, a = 20, γ = 10 and F = 0.7, as in [16].
To obtain a virtual topology from each traffic matrix, light-
path requests were assigned to node pairs in decreas-
ing order of their corresponding traffic, with at most one
lightpath between each pair of nodes and 10 transmit-
ters and receivers available per node. This gave on aver-
age 298 lightpaths per virtual topology. To find physical
routes for each set of lightpath demands, three types of
routing schemes were considered: (i) shortest path rout-
ing, (ii) an attack-aware tabu-search heuristic routing
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Begin LocalSearch(S,target_maxLAR)
l = 1;
Stemp = S;
while l = 1 do

Sit = Ø; //Set of solutions
for k = 1, . . . , |Stemp| do

Sneighbor = Stemp\Stemp(k);
FindmaxLAR if nodes in Sneighbor equippedwith

power equalizers;
ifmaxLARSneighbor ≤ target_maxLAR then

Sit = Sit ∪ Sneighbor ;
end if

end for
if Sit = Ø then

l = 0;
else

Choose randomly among solutions in Sit and
set one of them as Stemp;

end if
end while
S = Stemp;
return S;
End LocalSearch.

algorithm, called TS_LAR, aimed at minimizing themaxLAR
from [2], and (iii) k-shortest path routing [17] for a total
of 36 different routing sets. In the k-shortest path routing
approach, kwas set to 3, i.e., the physical path of each light-
path request was randomly selected amongst its 3 short-
est paths. The characteristics of the obtained test sets are
shown in Table 1, i.e., their initial maxLAR and congestion
values. Parameter tuning for GRASP–PEP was done exper-
imentally giving the best results for the following param-
eters: GraspIteration = 1000, Iter_No_Improve = 150, and
RCL_size = 10.

Fig. 5 shows the number of power equalizers in the
solutions obtained by the proposed algorithms needed to
achieve a desired target_maxLAR equal to its lower bound,
i.e., the value of the network congestion. As stated be-
fore, placing power equalizers at all nodes in order to
reduce the maxLAR to the congestion can be expensive.
Our approaches achieve the same minimal maxLAR value
(i.e., congestion) by using a significantly smaller percent-
age of power equalizing nodes. Namely, the Greedy–PEP
algorithm obtained such solutions by placing power equal-
izers on average at only 10.5 (35%), 17.08 (56.9%), and 18
(60%) of the network nodes for the shortest path, TS_LAR,
and k-shortest path routing schemes, respectively. The
GRASP–PEP algorithm performed even better, yielding so-
lutions with on average 7.16 (23.87%), 13.41 (44.7%) and
14.5 (48.34%) power equalizing nodes for the shortest path,
TS_LAR, and k-shortest path routing schemes, respectively.
In other words, GRASP–PEP obtained a maxLAR equal to
congestion with on average less than 50% of power equal-
izing network nodes over all routing schemes.

Note that the congestion, i.e., the used target_maxLAR,
depends on the routing scheme. The congestion of shortest
path routing is the highest of the three cases (Table 1)
requiring the fewest power equalizers to achieve it, but
consequently limiting the maxLAR to the highest value.
The routing obtained by TS_LAR, which a priori reduces
a

b

c

Fig. 5. The number of power equalizers in the solutions obtained by
Greedy–PEP and GRASP–PEPwith a target_maxLAR= network congestion
for the (a) shortest path routing, (b) TS_LAR [2], and (c) k-shortest path
routing schemes corresponding to the tested virtual topologies.

the maxLAR, has significantly lower congestion values
than the k-shortest path schemes, making the power
equalization problemmore challenging. Nonetheless, both
Greedy–PEP and GRASP–PEP reach the lower TS_LAR
congestion value using fewer power equalizers for the
TS_LAR routing scheme than for the k-shortest paths. This
indicates that using attack-aware routing (e.g., TS_LAR)
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Fig. 6. The number of power equalizers needed by Greedy–PEP and GRASP–PEP to achieve various values of the target_maxLAR for [(a), (b)] shortest path
routing, [(c), (d)] TS_LAR routing, and [(e), (f)] k-shortest path routing for virtual topology test cases [(1), (7)], respectively.
in conjunction with a PEP algorithm may be a favorable
planning approach.

When comparing the performance of the proposed
algorithms, we can see from Fig. 5 that GRASP–PEP
outperforms Greedy–PEP in all cases, as expected. On
average, GRASP–PEP uses 30.5%, 21.6%, and 19.2% less
power equalizers than Greedy–PEP for shortest path,
TS_LAR and k-shortest path routing, respectively. However,
the average execution time of Greedy–PEP (1.6 s) is
significantly lower than that of GRASP–PEP (1004.8 s).
Considering that the PEP problem is an offline planning
problem, the increase in complexity of the GRASP in
comparison to the Greedy approach is not critical and can
be used to solve realistic problem instances.

For more insight into the behavior of the algorithms,
we tested both GRASP–PEP and Greedy–PEP for various
levels of the desired maxLAR (i.e., target_maxLAR) for
all the considered routing schemes. Fig. 6 presents the
results for virtual topology test cases 1 and 7 for all
three routing schemes. The results for the remaining test
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Table 1
InitialmaxLAR and network congestion of the considered routing schemes.

Virtual topology test case Shortest path TS_LAR k-shortest path
maxLAR Congestion maxLAR Congestion maxLAR Congestion

1 68 36 51 26 73 33
2 75 35 52 24 83 28
3 75 33 55 23 76 30
4 75 32 55 23 86 27
5 63 32 45 23 76 29
6 64 34 54 27 85 33
7 63 30 49 20 80 25
8 71 38 56 28 83 36
9 63 28 51 22 79 27

10 64 36 54 25 86 36
11 61 32 56 27 75 30
12 70 34 53 24 79 30
cases are analogous and omitted for lack of space. As
before, GRASP–PEP obtained the same or better solutions
in all cases, its superiority increasing as the target_maxLAR
decreases and the problem becomes more challenging.

6. Conclusion

In this paper, we propose the use of wavelength-
selective attenuators as power equalizers at optical net-
work nodes in order to limit the propagation of high-power
jamming attacks in transparent WDM networks. Due to
the high cost of such equipment, it is desirable to place
them at only a subset of nodes in the network. A series of
fast greedy approaches and a Greedy Randomized Adap-
tive Search Procedure (GRASP) are proposed to minimize
the number of power equalizers required to thwart jam-
ming attack propagation for any given routing scheme to a
desired level. The simulation results indicate that the pro-
posed approaches can obtain placements which, in most
cases, equip less than 50% of the nodes with power equal-
izers, while achieving the same attack propagation char-
acteristics of the case where all nodes are equipped with
such functionality. The GRASP heuristic outperforms the
greedy approach in all cases, at a small trade-off with
increased execution time. As futurework,we plan to inves-
tigate the benefits of power equalization placement in con-
junction with the reconfigurable capabilities of network
nodes equipped with power equalizers in order to limit
attack propagation for partially dynamic lightpath provi-
sioning. We also plan to consider additional physical-layer
attack scenarios in the context of attack-aware optical net-
works planning.
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