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Abstract 

When building various types of wide area cellular radio networks there is a need to 
synchronize all of the base stations within a given system. Today this is typically done by 
attaching a highly accurate clock to each radio base station. A GPS radio receiver is 
commonly used as such a clock. This thesis explores the use of the Precision Time Protocol 
(PTP) to provide synchronization of radio base stations, rather than the current practice of 
using GPS radio receivers. 

Advantages of utilizing PTP rather than a GPS radio receiver include the ability to easily 
locate radio base stations (without the need for connecting the GPS radio receiver to an 
antenna that has line of sight to a sufficient number of GPS satellites); the system is not 
vulnerable to interference with or jamming of GPS radio signals; the system is not vulnerable 
to spoofing of GPS radio signals, and because the new generations of radio base stations are 
connected to a packet based backhaul link – the system can potentially utilize the existing 
packet network interface (thus avoiding the need for a serial interface to the GPS receiver and 
a pulse per second input). 

At the start of this thesis project it was not known what the limits of PTP are (in terms of 
utilizing PTP together with radio base stations). Thus it was not clear whether PTP could be 
extended to much longer distances than it had originally been designed for. 

This thesis shows that PTP can be used as an accurate timing source to synchronize base 
stations in networks with up to four switches between the PTP grandmaster and any PTP 
slave. 

This project was performed in the Common Transport Feature department at Ericsson. 

 

Keywords: precision time protocol, radio base station, synchronization 

 





iii 
 

Sammanfattning 

Vid konstruktion av wide area cellular radio networks finns det behov av att synkronisera 
samtliga basstationer inom ett givet system. Detta görs idag typiskt genom att ansluta en 
klocka med stor tillförlitlighet till varje basstation. En GPS radiomottagare används vanligen 
som klocka för detta syfte. Detta examensarbete undersöker användandet av Precisions Tid 
Protokoll (PTP) för att synkronisera radiobasstationer, istället för att som nu typiskt använda 
GPS radiomottagare. 

Fördelar med att använda PTP istället för GPS radiomottagare är att en radiobasstation 
lätt kan lokaliseras (utan att ansluta en GPS-mottagare till en antenn vilken har mottagning 
mot flera GPS-satelliter); systemet är inte sårbart mot interferens eller störningar av GPS 
radio signaler; systemet är inte sårbart mot spoofing av GPS radio signaler och på grund av 
att den nya generationens radiobasstationer är anslutna till ett paketförmedlande backhaul 
nätverk kan systemet potentiellt använda sig av det redan existerande paketförmedlande 
nätverksgränssnittet (och på sätt undvika ett seriellt gränssnitt mot en GPS-mottagare och en 
puls per sekund ingång). 

När detta examensarbete startades var det inte känt var gränserna för PTP låg när det 
gäller att använda PTP tillsammans med radiobasstationer. Det var således inte klart ifall 
räckvidden för PTP kunde utvidgas till mycket längre avstånd än det ursprungligen var ämnat 
för. Detta examensarbete syftar till att visa att PTP kan användas som tillräckligt noggrann 
synkroniseringskälla för basstationer i nätverk med upp till fyra nätverksswitchar mellan PTP 
Grand Master och PTP slav. 

Examensarbetet har utförts vid avdelning Common Transport Feature på Ericsson. 

 

Nyckelord: precisions tid protokoll, radiobasstation, synkronisering 
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Figure 1-1: PTP over MAN 

Different types of RBS (e.g., GSM, Wideband Code Division Multiple Access 
(WCDMA), and Long Term Evolution (LTE)) have different timing requirements (these 
requirements will be described in detail in section 2.1.1). While PTP can normally meet these 
timing requirements in a local area network (LAN), in this thesis project we will examine 
whether PTP can meet these requirements in a MAN. To do this we will explicitly calculate a 
delay budget and examine the expected jitter in a MAN to which the various RBSs are 
attached. The main scientific question of this thesis project is to understand how well PTP 
can keep the slave within a bounded time of the GM and for what period of time the slave is 
within this bound. 

1.3 Limitations 
This section states the limitations of this thesis with respect to the study and 

implementation that have been carried out within this project. 

Initially, the planned thesis was to include a comparison between a simulation of the PTP 
protocol and experimental results using real hardware. However, after several months of 
working with a PTP implementation in OPNET, this effort was terminated because some 
parts of the code were missing and unavailable from the original author of the code. 

Following this the thesis aim shifted to an experiment with both full time aware networks 
and partial time aware networks. Unfortunately, budget limitations prevented the acquisition 
of a real hardware boundary clock (BC) or the emulation of a BC. 

As a result the experiments were done with older borrowed PTP devices that do not 
support PTPv2 (which is currently used in market). Moreover, those devices only support a 
special kind of GPS receiver. As a result the experiments were limited to measuring the time 
difference between a GM and slave where the GM stratum is 255 instead of 1. This means 
that the GM did not have a GPS disciplined oscillator and this GM was not synchronized with 
UTC; the results is that it was only possible to measure the relative deviation of the slave 
from this GM, rather than the absolute deviation from UTC. 

A further limitation of this thesis was that the industrial team, I was working with, did not 
have any competence in the area of synchronization; hence I have done this thesis completely 
independently. Having a larger budget and support from team mates, who had competence in 
synchronization would have been helpful and reduced the time necessary to carry out this 
thesis project. 
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1.5 Structure of this thesis 
The first chapter of this thesis has presented the problem that is to be solved. Chapter 2 

provides the reader with the necessary background to read the rest of the thesis. Chapter 2 
also summarizes related work that is directly relevant to this thesis. Chapter 3 describes the 
method and methodology used. Chapter 4 describes the design and implementation of a 
prototype solution. Chapter 5 evaluates this prototype with the goal of determining the 
bounds of operation for PTP with respect to the requirements for synchronization of different 
types of RBSs. Chapter 6 summarizes the conclusions that can be drawn from this thesis 
project, proposes future work, and offers reflections on some of the economic, social, and 
ethical considerations relevant to this thesis project. 
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Table 2-3: Header fields of the PTP packets [26] 

Field value Explanation Octets Offset

Transport Secific 0 IEEE1588 PTP message 0.5 0 

 1 802.1AS PTP message 0.5 0 

Message type 0 Sync message 0.5 0 

 1 Delay_req message 0.5 0 

 2 Pdelay_req message 0.5 0 

 3 Pdelay_resp message 0.5 0 

 4-7 Reserved 0.5 0 

 8 Follow_up message 0.5 0 

 9 Delay_Resp message 0.5 0 

 A Pdelay_Resp_Follow_up ,essage 0.5 0 

 B Announce message 0.5 0 

 C Signalling message 0.5 0 

 D Management message 0.5 0 

 E-F Reserved 0.5 0 

Version PTP Version of IEEE1588 0.5 1 

Message length Length of PTP message 2 2 

Domain Number It shows the number of domain the PTP 
message sender belong to 

1 4 

Correction Field This is a correction value which is ns  
multiplied by 216 

1 5 

Source Port Identity Indicates clock ID and port which the 
message sent 

10 16 

Sequence Id Indicates the sequence number of PTP 
message which relate the messages together 

2 30 

Control Field It uses for compatibility to IEEEv1. 
Different by messages. 

1 32 

Log Message Interval Indicates the interval of  PTP messages 1 33 
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G. Giorgi and C. Narduzzi [40] studied the behaviour of PTP synchronization by 
implementing a PTP protocol stack in the OMNET++ simulator. In their study, they 
considered sources of uncertainty, such as timestamp noise and glitches, and also cross traffic 
according to a given load profile. Similar to Liu and Yang, their node simulation is based on 
a clock servo design which results in solutions that can be used to evaluate this design in a 
controlled environment. Their simulation model consists of a master, a slave, a traffic 
generator, an end device, and a switch at the highest level. 

R. Chen, Y. Zhang, C. Cao, Y. Zhao, B. Li, J. Zhang, and W. Gu [41] focused mainly on 
the effects of different network characteristics of Transport Multiprotocol Label Switching 
(T-MPLS) on the PTP protocol. They considered queuing disciplines and link capacity. In 
particular, they consider the effects of two queuing disciplines (First In First Out (FIFO) and 
priority queuing (PQ)) on the network. Their experiment simulated a network with one PTP 
master and four PTP slaves using OPNET. Their simulation shows that asymmetric traffic 
can cause a time offset between master and slave. In PQ in which PTP packets are prioritized, 
the time offset is a few micro seconds, while FIFO results in time offsets of hundreds of 
microseconds. 

Pedro V. Estrel and Lodewijk Bonebakker[42] discuss the main challenges in providing 
microsecond accuracy between two servers in a worldwide company using PTPv2. The main 
issues were characterized into three main areas: definition weakness in PTP protocol, PTP 
expansion problem, and impact of migrating from a current test bed to PTP. 

To monitor the stability of synchronization, they suggest defining the confidence interval 
of synchronization, but there is no field in the management message to use for this purpose. 
While finding a suitable single multicast address is challenging when deploying PTP over a 
WAN, they decided to use multicast for all public PTP packets and unicast for end to end 
packets. They used several GMs in their topology to cover the whole network and they found 
that finding the BMC was challenging as several MCs were in different countries. They used 
several multicast distributions and utilized Protocol Independent Multicast-Sparse Mode 
(PIM-SM), so each client connects to the nearest Rendezvous Point (RP). 
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3.3 Emulation 
Another way to use the PTP protocol is to use PTP software stacks. At the time this thesis 

was written several PTP software implementations are available, such as Oregano Systems’ 
syn1588 PTP Stack, PTPd, the Linux PTP Project, etc. Among these PTPd and the Linux 
PTP Project are open source, hence they have been studied further in this thesis. Both of these 
implementations use a clock servo design to provide a software clock and also to support the 
IEEE 802.1AS protocol. 

PTPdaemon is a portable implementation of a standard clock following IEEE 1588v1 and 
v2 [37]. It supports time and frequency synchronization and is mainly design for testing and 
measurement. PTPd is a software based system designed as two parts: a protocol stack and a 
clock servo. Tamás Kovácsházy and Bálint Ferencz [38] have tested PTPd in different 
configurations. According to their tests, 1 μs accuracy is possible when the network is fully 
IEEE 1588 aware. 

There are two restrictions that should be considered in any system using PTPd. First; it 
uses a software timestamp to record the sending and receiving time of the message as 
implement in a software layer. Second, it uses a software clock using a time value that is 
stored in memory [39]. The PTP protocol timing accuracy is based upon the accuracy of the 
time stamp and the accuracy of the oscillator of the PTP clock. A software timestamp is not 
as good as a hardware timestamp and a software clock using the computer’s clock does not 
have an accurate oscillator. 

The Linux PTP project is another software implementation of IEEE 1588 based on Linux. 
It supports both hardware and software timestamps via the Linux SO_TIMESTAMPING 
socket option. Moreover, it supports a Linux PTP Hardware Clock (PHC) subsystem, leap 
second handling, and path trace TLV. Table 3-1 gives an overview of the features of both 
PTPd and the Linux PTP project [40]. 
Table 3-1: PTPd vs Linux PTP project 

 

In order to do emulate a time aware network, we need an OC and a BC. As explained 
earlier, a BC is a node with more than one port that intercepts incoming PTP messages and 
forwards them for management purposes. The following are some of the important points that 
should be considered in order to emulate a BC: 

1- Having more than one port, 

2- The interwork interface card should support hardware timestamps, as a software 
timestamp is not accurate enough, and 

3- A node with several independent network interfaces is not sufficient, as all the ports 
should share a single clock. 

 Runs on Tiemstamping Clock Transport 

PTPd Linux, uClinux, 
FreeBSD, 
NetBSD 

Software timestamp OC Raw Ethernet 

UDP/IPv4, 
UDP/IPv6 

PTP 
Linux 
Project 

Linux Hardware(PHC) or 
software timestamp 

OC/BC Raw Ethernet 

UDP/IPv4, 
UDP/IPv6 
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Table 3-4: Summary of Scenarios and Tests (with × indicating a combination of number of 
nodes and load that was tested) 

 0 1 2 3 5 6 7 9 10 

Profile 0 × × × × × × × × × 

Profile 1 × × × × × × ×  × 

Profile 2 × × × × × × ×  × 

Profile 3 × × × × × × ×  × 

Profile 3 × × × × × × ×  × 

Profile 4 × × × × × × ×  × 

Profile 5 × × × × × × ×  × 

Profile 6 ×         

Profile 7 × × × × × × ×  × 

Profile 8 × × × × × × ×  × 

 

Table 3-5 presents the profiles used in the experimental study of this thesis project. Each 
profile defines a traffic load specification. Profile 1 to profile 4 considers different constant 
traffic load specification. On the other hand, profile 5 to profile 7 defines burst traffic load 
specification. To be more specific, profile 5 and profile 6 use 64B frame packets. Profile 7 
uses 1518B packets. Profile 8 indicates full bandwidth traffic load, which is 1518B traffic.

Load 

Number of Nodes  
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Table 3-5: Traffic pattern and traffic load specification 

 Profile 
Sp

ec
ifi

ca
tio

n 

1 2 3 4 5 6 7 8 

Traffic Type Constant Burst Constant
Traffic Mode Continuous 
Load % 25% 50% 75% 100% 50% 80% 80% 100% 
Load Frames 372023.8 744047.6 1116071.41488095.2 744047.6 1190476.1 1190476.1 1488095.2

Load L2 
Mb/s 

190.476 380.952 571.428 761.904 380.952 609.523 609.523 761.904

Load L3 
Mb/s 

136.904 273.809 410.714 547.619 273.809 438.095 438.095 547.619

Frame 
Integrated 
Device 
Technology 
IDT (ns) 

2688 1344 896 672 672 672 672 672 

Burst 
Integrated 
Device 
Technology 
IDT (ns) 

 672672 16867272 16867272   

Burst Length 
Frame 

1000 1000 1000 

Burst Load 
Percentage 

100% 100% 100% 

Burst Load 
Frames 

1488095.21488095.2 1488095.2 

Burst Load 
L2 Mb/s 

761.904 761.904 761.904 

Burst Load 
L3 Mb/s 

547.619 547.619 547.619 

Packet Layer Layer 2 Frame 

Packer 
Length 
(Byte) 

64 1518 
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In this scenario several tests run to discover the effect of traffic in the network between 
the GM and slave. The seven tests that were run are described in Table 4-6. 

 
Table 4-6: Scenario 2 tests description  

Scenario 2 – Test 1 The delay between GM and slave measured while there is no traffic 
between them. 

Scenario 2 – Test 2 The delay between GM and slave measured while Profile2 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 2 – Test 3 The delay between GM and slave measured while Profile3 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 2 – Test 4 The delay between GM and slave measured while Profile4 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 2 – Test 5 The delay between GM and slave measured while Profile 5 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 2 – Test 6 The delay between GM and slave measured while Profile 6 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 2 – Test 7 The delay between GM and slave measured while Profile 7 inject to 
the GM. The maximum packet length used in this test was 1518Byte 
with layer 2 frame. 

Scenario 2 – Test 8 The delay between GM and slave measured while Profile 8 inject to 
the GM. The maximum packet length used in this test was 1518Byte 
with layer 2 frame. 
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Table 4-9: Link Bandwidth in scenario 4 

 GM-
Vendor A 

Vendor D – 
Vendor A 

Vendor A – 
Vendor A 

Vendor A – 
Vendor B 

Vendor B - 
Slave 

Bandwidth 100 Mbps 1000 Mbps 1000 Mbps 100 Mbps 100 Mbps 

 

The traffic injected by one port of IXIA traffic generator with IP address 192.2.1.2 to 
another port of IXIA with IP address 192.1.1.2 with different sizes in different tests in this 
scenario. The traffic is a layer two frame. The detailed specification of the different traffic 
profiles were explained in Table 3 3. 

In this scenario several tests run to discover the effect of traffic in the network between 
the GM and slave. The seven tests that were run are described in Table 4-10. 
Table 4-10: Scenario 5 tests description 

Scenario 4 – Test 1 The delay between GM and slave measured while there is no traffic 
between them. 

Scenario 4 – Test 2 The delay between GM and slave measured while Profile1 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 4 – Test 3 The delay between GM and slave measured while Profile2 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 4 – Test 4 The delay between GM and slave measured while Profile3 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 4 – Test 5 The delay between GM and slave measured while Profile4 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 4 – Test 6 The delay between GM and slave measured while Profile 5 inject to 
the GM. The maximum packet length used in this test was 64Byte 
with layer 2 frame. 

Scenario 4 – Test 7 The delay between GM and slave measured while Profile 7 inject to 
the GM. The maximum packet length used in this test was 
1518Byte with layer 2 frame. 

Scenario 4 – Test 8 The delay between GM and slave measured while Profile 8 inject to 
the GM. The maximum packet length used in this test was 
1518Byte with layer 2 frame. 
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The traffic injected by one port of IXIA traffic generator with IP address 192.2.1.2 to 
another port of IXIA with IP address 192.1.1.2 with different sizes in different tests in this 
scenario. The traffic is a layer two frame. The detailed specification of the different traffic 
profiles were explained in Table 3 3. 

In this scenario several tests run to discover the effect of traffic in the network between 
the GM and slave. The seven tests that were run are described in Table 4-14. 
Table 4-14: Scenario 6 tests description 

Scenario 6 – Test 1 The delay between GM and slave measured while there is no traffic 
between them. 

Scenario 6 – Test 2 The delay between GM and slave measured while traffic according 
to Profile1 was injected to the third node following the GM. The 
maximum packet length that used in this test was a 64 Byte layer 2 
frame. 

Scenario 6 – Test 3 The delay between GM and slave measured while traffic according 
to Profile2 was injected to the third node following the GM. The 
maximum packet length that used in this test was a 64 Byte layer 2 
frame. 

Scenario 6 – Test 4 The delay between GM and slave measured while traffic according 
to Profile3 was injected to the third node following the GM. The 
maximum packet length that used in this test was a 64 Byte layer 2 
frame. 

Scenario 6 – Test 5 The delay between GM and slave measured while according to 
Profile4 was injected to the third node following the GM. The 
maximum packet length that used in this test was a 64 Byte layer 2 
frame. 

Scenario 6 – Test 6 The delay between GM and slave measured while traffic according 
to Profile 5 was injected to the third node following the GM. The 
maximum packet length that used in this test was a 64 Byte layer 2 
frame. 

Scenario 6 – Test 7 The delay between GM and slave measured while traffic according 
to Profile 7 was injected to the third node following the GM. The 
maximum packet length used in this test was a 1518 Byte layer 2 
frame. 

Scenario 6 – Test 8 The delay between GM and slave measured while traffic according 
to Profile 6 was injected to the third node following the GM. The 
maximum packet length used in this test was a 518 Byte layer 2 
frame. 
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Table 4-17: Link Bandwidth scenario 8 

 GM- 
A 

D –A A –B B –D D –C C –C D –A B –B A –B B - 
Slave 

Bandwidth 100 
Mbps 

1000 
Mbps 

1000 
Mbps 

1000 
Mbps 

100 
Mbps 

100 
Mbps 

1000 
Mbps 

100 
Mbps 

100 
Mbps 

100 
Mbps 

 

The traffic injected by one port of IXIA traffic generator with IP address 192.2.1.2 to 
another port of IXIA with IP address 192.1.1.2 with different sizes in different tests in this 
scenario. The traffic is a layer two frame. The detailed specification of the different traffic 
profiles were explained in Table 3-5. 

In this scenario several tests run to cover the effect of running traffic in the network while 
GM and Slave have a direct connection. The eight tests that were run are described in Table 
4-18. 
Table 4-18: Scenario 8 tests description 

Scenario 8 – Test 1 The delay between GM and slave is measured while there is no 
traffic between them. 

Scenario 8 – Test 2 The delay between GM and slave is measured while traffic according 
to Profile1 was injected to the third node following the GM. The 
maximum packet length used in this test was a 64 Byte layer 2 frame. 

Scenario 8 – Test 3 The delay between GM and slave is measured while traffic according 
to Profile2 was injected to the third node following the GM. The 
maximum packet length used in this test was a 64 Byte layer 2 frame. 

Scenario 8 – Test 4 The delay between GM and slave is measured while traffic according 
to Profile3 was injected to the third node following the GM. The 
maximum packet length used in this test was a 64 Byte layer 2 frame. 

Scenario 8 – Test 5 The delay between GM and slave is measured while traffic according 
to Profile4 was injected to the third node following the GM. The 
maximum packet length used in this test was a 64 Byte layer 2 frame. 

Scenario 8 – Test 6 The delay between GM and slave is measured while traffic according 
to Profile 5 was injected to the third node following the GM. The 
maximum packet length used in this test was a 64 Byte layer 2 frame. 

Scenario 8 – Test 7 The delay between GM and slave is measured while traffic according 
to Profile 7 was injected to the third node following the GM. The 
maximum packet length used in this test was a 1518 Byte layer 2 
frame. 

Scenario 8 – Test 8 The delay between GM and slave is measured while traffic according 
to Profile 8 was injected to the third node following the GM. The 
maximum packet length used in this test was a 1518 Byte layer 2 
frame. 
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4.4 Emulating network characteristics using virtual bridge and 
Traffic Control 

In this section the two scenarios that were used in the experiments to emulate network 
characteristics in this thesis will be discussed in detail. As it is obvious in Figure 4-11, GM 
and slave connected to each other using Linux Ubuntu which running virtual bridge. The 
detail specification of OS, CPU and memory used in this experiment is shown in Table 3-2. 

In all of these scenarios, the PTP switches were connected to each other through virtual 
bridge (bridge utils package) in Ubuntu 12.4. In Figure 4-11 eth0 and eth1 are two interfaces 
of br0 (virtual bridge) and they forward any packet from one interface to another interface. 
This configuration is associated with scenario 0 that explained in 0 in which GM and slave 
are connected directly. 

 
Figure 4-11: GM and slave connected with virtual bridge 

It worth to note that the PTP packets are addressed to multicast address so, this virtual 
bridge should be able to forward multicast packets [57]. As multicast forwarding is no 
enabled in Linux Kernel by default, it is necessary to configure the Linux Kernel to support 
multicast routing. In this experiment PIM-SM daemon (pimd package) is used. 

These are general points which are considered to enable multicast forwarding in Linux 
using virtual bridge: 

• Ip forwarding is enabled. 
• Build a kernel with MULTICAST is enabled (pimd is used in this thesis 

configuration). 
• Virtual bridge interfaces is configured in promiscuous mode 
• IGMP snooping is disabled [58].  
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4.5 Data Collection 
This section describes the instruments and methods used to collect the data. To achieve 

the goal of this thesis project we needed to measure the delay variation between the GM and 
slave in a packet switched network using scenarios designed to mimic the characteristics of a 
MAN. The GM device and slave device that were used in this thesis had a 1 PPS output. This 
output makes it possible to access the internal clock of these devices. The delay variation was 
collected by connecting the 1 PPS output of both the GM and slave to an oscilloscope. 

In order to collect sufficient data to accurately measure both the delay variation and the 
drift (in this variation) over time each experimental test consisted of collecting data for at 
least 3600 seconds. This test duration was designed to give a confidence interval for our 
results of 95%. Given that the GM sent PTP messages at a rate of one every 2 seconds, at 
least 1800 PTP messages were emitted during each test run. The internal algorithm used by 
the slave to synchronize with the GM is unknown, hence we do not know how quickly the 
slave will discipline its local oscillator. 

As mentioned previously we did not have a PRC connected to the GM, hence the GM’s 
sense of time drifts with respect to UTC over the course of each experiment. Additionally, the 
oscilloscope was not connected to an external clock; hence its sense of time also drifts with 
respect to UTC. 
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middle switches are subject to a bursty load of 50% with 64 byte broadcast frames. This type 
of traffic will take a lot of input and scheduling processing when these bursts of traffic 
appear. 
Table 5-9: Standard deviation of delay variation with different load profiles, Scenario 3 

 Profile 

1 2 3 4 5 7 8 

Std Dev 
(μs) 

21.40 9.205 0.032 19.540 198500 7875 207000 



74 
 

5.2.2.6

Figu
nodes b
this sce

Figure 5

Figure 5

Tab
of the 
varianc
load (1
5.2.1.2,
slave. 

The
middle 

6 Scena

ure 5-24 sh
between GM
nario. 

5-24: Dela

5-25: Abs

ble 5-10 sho
delay varia
e shown in 
00%) of tr
 in this cas

e other anom
switches su

ario 4 

hows the d
M and slave

ay Variation

olute value 

ows the stan
ance in the
 Figure 5-2
raffic maxi
e many of P

maly that ca
ubject to a 

delay variati
 and Figure

n in Differen

of delay var

ndard devia
 case of tr

25. Note tha
mum size 
PTP packet

an be seen in
very bursty

ion with di
e 5-25 show

nt Profile loa

riation , four

ation of dela
raffic profil
at in this ca
of frame (
ts get lost w

n the Figure
y load of 8

ifferent traf
ws the absol

ad, four nod

r nodes betw

ay variation
le 8 confirm
ase the GM 
(1518 byte)
which cause

e 5-25 is in 
80% with 64

ffic load w
lute value o

de between G

ween GM an

n. The high 
ms the ano
is subject t

). As it me
e huge delay

profile 2, 3
4 byte broa

when there 
of delay vari

GM and Sla

nd slave 

h standard d
omaly in th
to a full ba
entioned in
y between G

3 and 7. In P
adcast fram

are four 
iation in 

 
ave 

 

deviation 
he delay 
andwidth 

section 
GM and 

Profile 7 
mes. This 



 

type of 
appear, 
time to 
GM wil
abnorm
the mea
Table 5-

5.2.2.7

Figu
between
having 
accepta
large fra

Figure 5

Figu
there ar
variatio
confirm
full ban
section 
GM and

The
this cas

f traffic will
as contrast
transmit ea
ll be lower.

mal data. The
asurements 
-10: Stan

 

Std D
(μs) 

7 Scena

ure 5-26 sho
n GM and S
continues 

able synchro
ame size.  

5-26: Dela

ure 5-26 sh
re five node
on. The high
ms the anom
ndwidth load

5.2.1.2, in 
d slave. 

e other anom
se the midd

l take a lot 
ed with pro

ach frame is
 The anoma
e test shoul
for these tw

ndard devia

1 

Dev 88.845

ario 5 

ows the del
Slave. The m
traffic with

onization. B

ay Variation

hows the ab
es between G
h standard 

maly in the d
d (100%) o
this case m

maly that ca
dle switches

of input an
ofile 5 which
s longer, hen
aly that is se
ld be run ad

wo profiles.
tion of delay

2 

5 17862 7

ay variation
mean delay 
h 64Byte f
But the dela

n in Differen

bsolute valu
GM and sla
deviation o
delay varian
f traffic max

many of PT

an be seen i
s subject to

nd schedulin
h is just as b
nce the dela
een in profi
dditional tim

y variation w

Prof

3 4

76611 93.

n with differ
variance in

frames are 
ay variation

nt Profile loa

ue of delay
ave. Table 5
of the delay
nce shown 

aximum size
TP packets g

in the Figur
o a very bur

ng processi
burst – but d
ay variance 
ile 2 and 3 i
mes in order

with differen

file 

5 

.9 211.47

rent traffic 
n different l

between 0
n increases w

ad, five nod

y variation 
-11 shows t

y variance i
in. Note th

e of frame (
get lost whi

re 5-26 and
rsty load o

ng when th
due to the la
for PTP pac

is assumed t
r to increase

nt load prof

7 

7044 16

load when t
oad profiles

and 30 μ
when traffic

e between G

in different
the standard
in the case 
at case the 
1518 byte).
ich cause h

Figure 5-2
f 80% with

hese burst o
arger frame
ckets traver
to occur be
e our confid

files, Scenar

8 

69800 

there are fiv
s while the 
μs which sh
c is bursty 

GM and slav

t traffic loa
d deviation 
of traffic p
GM is subj

. As it ment
huge delay b

27 is in prof
h maximum

75 

of traffic 
 size the 
rsing the 
cause of 
dence in 

rio 4 

ve nodes 
network 

hows an 
or has a 

ve 

ad when 
of delay 

profile 8 
ject to a 
tioned in 
between 

file 7. In 
m size of 

 



76 
 

frame (
these bu

Figure 5

Table 5-

1518 byte).
urst of traffi

5-27: Abs

-11: Stan

 

Std 
(μs)

 This type o
fic appear. 

olute value 

ndard devia

1 

Dev 
) 

1.833

of traffic wi

of delay var

tion of delay

2 

3 0.218 0

ill take a lot

riation, five 

y variation w

Prof

3 4

0.435 2.63

t of input an

nodes betwe

with differen

file 

5 

33 4.516

nd schedulin

een GM and

nt load prof

7 8

7944 269

ng processin

d slave 

files, Scenar

8 

9700 

ng when 

rio 5 

 



 

5.2.2.8

Figu
variatio
mean de

Figure 5

 

 

Figure 5

Tab
can be 
variatio
synchro
with ma

8 Scena

ure 5-28 sh
on with diff
elay varianc

5-28: Dela

5-29: Abs

ble 5-12 sho
observed in

on is about 2
onization. In
aximum siz

ario 6 

ows the del
ferent traffi
ce for all lo

ay Variation

olute value 

ows the stan
n different 
243 millisec
n Profile 8 

ze frames (1

lay variation
c load whe
ads are in m

n in Differen

of delay var

ndard varia
profiles wh

conds which
the GM is
518 byte). P

n and Figur
en there are
milliseconds

nt Profile loa

riation – six 

ation of del
hile in prof
h is a high v
s subject to
Profile 5 al

re 5-29 show
e six nodes
s which is n

ad, six node

nodes betw

ay variation
file 8 the st
value with r
 a full band
so has a hig

ws the abso
between G

not acceptab

between GM

een GM and

n. Rather h
tandard dev
respect to ou
dwidth load
gh delay var

olute value 
GM and sla
ble synchron

M and slave

d slave 

high delay v
viation of th
our requirem
d (100%) o
riation. Thi

77 

of delay 
ave. The 
nization. 

e 

 

variation 
he delay 

ments for 
of traffic 
s should 

 



78 
 

be expe
a lot of 
by incre
previou
slave fr
Table 5-

5.2.2.9

Figu
variatio
scenario

Figure 5

 

ected consid
f input and s
easing the n

us scenarios
rom being sy
-12: Stan

9 Scena

ure 5-30 sh
on with diffe
o 6 all the 

5-30: Dela

dering that t
scheduling p
number of n
 with a few
ynchronized
ndard devia

 

Std Dev 
(μs) 

12

ario 7 

ows the del
erent traffic
delay varia

ay Variation

this profile 
processing 

nodes, even 
wer nodes 50

d with the G
tion of delay

1 2 

279 9046

lay variation
c load when
ation in diff

n in Differen

contains 50
when these
a moderate

0% burst tra
GM. 
y variation w

Prof

3 

10320 26

n and Figur
n there are s
ferent load 

nt Profile loa

0% burst tra
e bursts of tr
e load of bur
affic in the n

with differen

file 

4 5

668 21000

re 5-31 show
even nodes
profiles are

ad, seven no

affic. This t
raffic appea
rst cannot b
network wo

nt load prof

8 

00 243560

ws the abso
between G

e in the ord

ode between 

type of traff
ar. We assu
be handled, 
ould not pre

files, Scenar

0 

olute value 
GM and slav
der of millis

n GM and sla

fic takes 
ume that, 

while in 
event the 

rio 6 

of delay 
ve. As in 
seconds.

 
ave 



 

Figure 5

Tab
the dela
varianc
of traffi
many o

The
scenario

 
Table 5-

 

5-31: Abs

ble 5-13 sho
ay variance
e shown in 

fic maximum
f PTP pack

e anomaly in
o each test w

-13: Stan

olute value 

ows the stan
e in the cas

Figure 5-3
m size fram
ets get lost 

n delay vari
was run onl

ndard devia

 

Std Dev 
(μs) 

16

of delay var

dard variati
e of traffic
0.. In profil

mes (1518 b
which caus

iation in pro
ly once. 

tion of delay

1 2

65460 103

 

riation, seve

ion of delay
 profile 1 a
le 8, GM is
yte). As it 
e huge dela

ofile 1 can b

y variation w

Prof

2 4 

373 7031

n nodes betw

y variation. 
and 8 confi
s subject to 
mentioned 

ay between G

be as a resul

with differen

file 

5 7

6758 677

ween GM an

The high st
rms the ano
a full band
in section 5
GM and sla

lt of unnorm

nt load prof

7 8 

77 253760

nd slave 

tandard devi
nomaly in th
dwidth load
5.2.1.2, in t
ave. 

malized data

files, Scenar

0 

79 

iation of 
he delay 
(100%) 

this case 

a. In this 

rio 7 

 



80 
 

5.2.2.1

Figu
variatio
varianc
and slav

 
Figure 5

Tab
the dela
shown 
(100%)

Figure 5

10 Scena

ure 5-32 sh
on with diffe
e in differe
ve are not sy

5-33: Abs
GM

ble 5-14 sho
ay variance 
in Figure 5

) of traffic 

5-32: Dela

ario 8 

ows the del
erent traffic
nt load pro
ynchronized

olute value 
M and Slave 

ows the stan
in the case

5-32. Note 
maximum 

ay Variation

lay variation
c load when
files are in 
d. 

of Delay V

dard variati
e of traffic p

that in this
size of fram

n in Differen

n and Figur
n there is ten

the range o

Variation in 

ion of delay
profile 8 co
s case the 
me (1518 b

nt Profile loa

re 5-33 show
n nodes betw
of milliseco

Different P

y variation. 
onfirms the 

GM is sub
byte). Our 

ad, ten node

ws the abso
ween GM a
nds which 

Profile load,

The high st
anomaly in

bject to a fu
assumption

s between G

olute value 
and. All mea
shows that 

, ten nodes 

tandard devi
n the delay v
full bandwid
n is based o

GM and Slav

of delay 
an delay 
the GM 

 

between 

iation of 
variance 
dth load 
on what 

ve



81 
 

mentioned in section 5.2.1.2, in this case many of PTP packets get lost which cause huge 
delay between GM and slave. 

 
Table 5-14: Standard deviation of delay variation with different load profiles, Scenario 10 

 Profile 

1 2 3 4 5 7 8 

Std Dev 
(μs) 

96767 8456 76651 9765 211987 147707 253760 

5.3 Summary 
Table 5-15 shows a summary of the experiments reported in this thesis. A green check 

mark (√) in the table shows those scenarios with a special profile will be synchronized, while 
a red cross (×) indicates those scenarios that cannot meet the synchronization requirements. 

 

 
Table 5-15: Synchronizarion result for different number of nodes between GM and Slave in 

different load profile 

  Profile 

Nodes No 
Traffic 

1 2 3 4 5 7 8 

0  √ √ √ √ √ √ √ √ 

1 √ √ √ √ √ √ × × 

2 √ √ √ √ √ √ × × 

3 √ √ √ √ √ √ × × 

4 √ √ × × √ √ × × 

5 √ √ √ √ √ √ × × 

6 √ × × × × × × × 

7 √ × × × × × × × 

10 √ × × × × × × × 
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simulated/emulated performance of the protocol to the performance real commercial PTP 
capable devices. 

6.3 Required reflections 
The result of experimental study done in this thesis project made an economical 

contribution by suggesting that if the number of nodes along the path between the GM and 
the slave is limited to four, then PTP can be deployed in a Metro Ethernet Network while 
meeting the synchronization requirements of the various radio base station technologies listed 
in Table 2-1. PTP is a new technology which requires time aware devices. As a new 
technology, the price of these devices is still rather high, so a transition from traditional 
synchronization protocols to PTP will cost both operators and telecommunications vendors 
(such as Ericsson) a lot of money. However, the measurement results presented in this thesis 
suggest that there is an opportunity for both operators and communication vendors to 
reconsider how they realize synchronization of their base stations, especially with respect to 
new equipment. Additionally, the thesis raises a question of how to adopt PTP for 
synchronization of existing equipment. 

For business and ethical reasons, the name of the device vendors of the experiment used 
as switches in the experiments for this thesis project were not mentioned. The experiments in 
this thesis were not designed to evaluate and compare these switches, but rather the focus was 
to understand how the introduction of multiple switches along the path from GM to slave 
affected the ability to synchronize the slave with the GM. However, in order to facilitate 
other researchers reproducing the same data using the same configuration, the specifications 
of the devices used in the experiments were mentioned. 

One of the important social aspects of this thesis is that using PTP rather than GPS 
eliminates the need to depend upon an GPS receiver which many be subject to intentional 
interference or jamming of GPS radio signals; nor is the system not vulnerable to spoofing of 
GPS radio signals. This can provide greater autonomy to the society and avoid dependence 
upon the operator of the GPS system. The system still needs a PRC in order to remain 
synchronized with UTC and the PRC may be necessary to prevent unintentional frequency 
offsets leading to interference with other users of the radio spectrum. However, this PRC 
could be provided by a physically secured atomic clock (much as telecommunications 
operators have done for their time division multiplexed networks). 

The main environmental contribution of this thesis is achieved by changing the 
synchronization infrastructure from fully or mostly GPS-base to an IP based solution utilizing 
NTP and PTP. This reduction in the number of GPS in the network directly reduces the 
number of GPS receivers that are needed, the number of roof top antennas needed, and the 
amount of cabling from these antennas to the GPS receivers. However, the larger 
environmental change is due to the ability to more easily deploy low power indoor base 
stations, hence potentially greatly reducing the amount of electrical power needed and 
reducing the amount of transmitted radio power. 
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Appendix B 

Table 6-5: Mean, maximum and  minimum delay variation (in microseconds), GM and 
slave connected through virtual bridge and facing different amount of delay(in 
microsecond). 

 Profile 

10 100 200 500 

Mean Delay 3.6 47 99 241.8 

Minimum Delay -11 99.8 80 226 

Maximum Delay 
26.6 122 262 630 

 

 

Table 6-6: Mean, maximum and  minimum delay variation (in microseconds), GM and 
slave connected through virtual bridge and facing different percentageous of 
packet loss. 

 Profile 

A B C D E 

Mean Delay -10.8 -349.7 1862 14500 -16750 

Minimum Delay -250 -24950 -10000 -16680 -31600 

Maximum Delay 240.5 18000 12600 1000 0 
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Table 6-7: Mean delay variation (in microseconds) with different numbers of nodes between 
GM and slave with different load profiles. 

 Profile 

Scenario  1 2 3 4 5 7 8 

0 0.00177 0.00056 -0.0014 0.001 -0.0035 -0.001 -0.0014

1 -14.38 0.458 -1.054 -0.391 -1.569 4.219 6310 

2 -6.89 -4025 -0.170 -0.421 -1183 -2070 117780 

3 2225 -3765 -0.01 -9.931 -67 -2624 -1249 

4 162.6 -966.61 -427.57 -155.86 322.59 -1855 55927 

5 -0.35 -0.634 29.365 -1.584 -2.854 -2380 195430 

6 2673 1322 2354 -3833 -14449 - 163000 

7 22188 - -14138 -12108 -193.86 -194.51 -44824 

8 -10188 -14138 -20238 -25108 -14386 -45310 -44824 
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. 

Table 6-8: Minimum Delay variation(in microseconds)  with different numbers of nodes 
between GM and slave with different load profiles. 

 Profile 

Scenario 1 2 3 4 5 7 8 

0  -1 -1 -1 0 -4 -1 -1 

1 -200 -9 -5 -3 0.004 -162 -500 

2 -82 -20000 -5 -5 -9980 -19000 -500000 

3 -10000 -15500 -2 -58.8 500000 -49900 423000 

4 -205 -249000 -49800 -320 -205 -28000 -498000 

5 -10 -1 -5 -70 -10 -99800 -500000 

6 -2000 -100000 -100000 -8540 -250000 - -250000 

7 -498000 -30500 - -12108 -193.86 -194.51 -44824 

8 -49000 -20500 -33650 -45300 -65200 -105600 253760 
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Table 6-9: Maximum Delay variation(in microseconds with different numbers of nodes 
between GM and slave with different load profiles. 

 Profile 

Scenario 1 2 3 4 5 7 8 

0 0 0 0 1 1 1 0 

1 10 15 2 0 0.004 195 7000 

2 0 1500 0 0 30 1200 500000 

3 475000 1500 0 8.8 500000 15600 496000 

4 705 12500 50000 300 -10 40000 500000 

5 2 1 1 0 0 15000 500000 

6 6000 6000 6000 -10 440000 - 500000 

7 463000 - 10373 7031 6758 23500 253760 

8 103000 30100 30100 40560 65200 147707 253760 
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